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This work considers the economic dispatch of a single micro-gas turbine under combined heat and power
(CHP) operation. A detailed thermodynamic cycle analysis is conducted on a representative micro-gas
turbine unit with non-constant component efficiencies and recuperator bypass. Based on partial and full
load configurations, an accurate optimization model is developed for solving the economic dispatch prob-
lem of integrating the turbine into the grid. The financial benefit and viability of this approach is then
examined on four detailed scenarios using real data on energy demand profiles and electricity tariffs.
The analysis considers the optimal operation in a large hotel, a full-service restaurant, a small hotel,
and a residential neighborhood during various seasons. The optimal schedule follows four fundamental
economic drivers which are electricity, heat, revenue, and maintenance-cost driven.
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1. Introduction

Presently, all business models (POLES, IEA, World Bank) forecast
a drastic increase in the global demand for energy supply, where
predictions reflect double the primary energy consumption from
2000 to 2020 [1]. More recent studies commissioned by the Euro-
pean Union, the U.S. Energy Information Administration (EIA), and
the World Bank, all present similar projections of electricity
demand increase by roughly 100% from 2000 to 2050 [2-4].

In order to satisfy this ever-growing electricity demand, the
choice of fuel is among the challenges of economic policy. This
choice is significantly dependent on national resources and long-
term political interests. Although there exist variations in fuel type
distribution between different countries [2], in an aggregate sense,
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it is expected that the relative shares of coal and nuclear are to
decrease [4]. Charting the predictions of net electricity generation
(in TWh) over the course of 50 years (until 2050), Fig. 1 presents
the evolution of the dependency to various fuel sources. According
to this EU energy market simulation, the future demand for power
generation will be exceedingly accommodated by the renewable
energy sources, as well as natural gas.

The issue of renewable energy, in particular solar and wind
power, presents a specific challenge to the grid infrastructure. As
their capacity is not always available, electricity generation
becomes highly dependent on the time of day, the seasons, and
the weather. The fluctuations in generation require more re-
dispatches by grid operators, and therefore, the renewables alone
cannot dominate the future generation infrastructure. Along these
lines, the European Union’s electricity generation from natural gas
has tripled from the 1990s to early 2000s [5]. This trend of contin-
ued introduction of natural gas is foreseen in most industrialized
countries.

The largest increase in the use of natural gas for power genera-
tion will primarily be accommodated by the introduction of
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Nomenclature

Abbreviations

CCHP Combined Cooling, Heating and Power
CHP Combined Heating and Power

cop Coefficient of Performance

DAG Directed Acyclic Graph

FAR Fuel to Air Ratio

FC Fixed Cost
FPE Fixed Price of Energy
GT Gas Turbine

HRU Heat Recovery Unit
MGT Micro Gas Turbine

PDC Peak Demand Charging
ToU Time-of-Use Energy Rate
UT Utility

WP Working Parameter

Economic dispatch nomenclature

AT step size

Cer() fuel cost function

Chr(),CH() utility power and heat cost functions
ferO turbine dynamics

P(t), H(t) nominal power and heat demand

pi, hy turbine speed and bypass valve position
ucr(t)  turbine control variable at time ¢

Xcr(t)  turbine state at time ¢
xpr(t),xf(t) power and heat purchased from utility

Gas turbine nomenclature

Voi stagnation conditions at station i
5 compressor inlet station

1 combustor inlet station
recuperator cold inlet station
turbine inlet station

recuperator hot outlet station
recuperator hot inlet station
heat recovery unit inlet station
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Fig. 1. Trends in electricity generation for the European Union (reproduced
from [4]).

combined cycle systems, where the local consumers become the
provider for their electricity, hot water, heat, and chill production
[5-7]. The technological attractiveness of combined cooling, heat,

and power (CCHP) units was the focus of several recent scientific
studies [8-10]. Among the available options for CCHP production
(such as internal-combustion, piston-steam, and stirling engines,
as well as hydrogen fuel cells, combined solar plants, and steam-
turbines), micro-gas turbines offer many advantages for small-
scale generation. These include high power-to-weight ratio, rela-
tive size (low terrain footprint), reliability (smaller number of
moving parts), lower noise and vibrations, multi-fuel capability,
and lower greenhouse gas emissions [11-13]. Due to their relative
low thermal and mechanical inertia, micro gas turbine units are
agile and flexible, capable of short start-up times [14], along with
rapid operational transitions between partial and full-load [11-
13]. Furthermore, polygeneration systems that incorporate MGTs
can theoretically achieve thermal efficiencies of above 85% [7].
This has motivated scientific efforts invested in determining the
economically favorable conditions towards the smart grid integra-
tion of MGT powered CCHP units [15-20]. In these studies, the
MGT model is often generic with fixed component and cycle effi-
ciencies [15-18]. Furthermore, even when more refined models
are considered [19,20], the thermo-economic analysis is either
absent [20] or lacks realistic heat/power demand profiles and the
associated variable pricing of electricity [15-19]. This level of
abstraction is only sufficient to provide a first-pass estimate on
whether a MGT may be suitable as a base load CCHP unit.
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An economic dispatch solution of the MGT inherently requires a
realistic CCHP system model (including part load operation) and
actual consumer demand with utility pricing. In this direction,
there remains the need of a focused research effort towards opti-
mally integrating a realistic micro-gas turbine that considers vari-
able component efficiencies, realistic heat and power demand
profiles with actual electricity tariffs. Therefore, the motivation of
this work is to determine the optimal schedule and commitment
level of a micro gas turbine in a smart-grid scenario where power
and heat demands can be in-part mitigated locally. The main con-
tributions are:

o Modeling of a micro gas turbine - A detailed thermodynamic
cycle analysis is conducted on a representative MGT unit with
non-constant component efficiencies and recuperator bypass.
This model provides a detailed MGT performance characteriza-
tion in a range of operational conditions.

o Economic dispatch of an MGT - An optimization model based
on the dynamic programming approach for economic dispatch
is developed for the operation of an MGT.

e Case studies - Four detailed case study scenarios are provided
to demonstrate the advantage of using MGTs for CHP genera-
tion. The economic dispatch problem for typical 24-h days
(winter, summer, spring) are solved for a large hotel, small
hotel, full service restaurant, and residential neighborhood.

In addition to an economic analysis of integrating the MGT into
the grid, the case studies also revealed that the MGT operates
under four distinct economic driving modes: electricity driven, heat
driven, revenue driven, and maintenance-cost driven. Each mode
describes the economically optimal way to operate for a given
demand profile, fuel costs, and the tariffs. This leads to important
insights into the economic dispatch solution and a high-level
understanding of how the MGT can best be integrated into the grid.

The organization of this paper is as follows. In Section 2, the
detailed thermodynamic model of the polygeneration suitable
micro gas turbine unit is presented. Section 3 describes the inte-
gration of the MGT model in an economic dispatch framework.
Case studies demonstrating the advantage of using MGT as a CHP
unit in a smart-grid setting are presented in Section 4. Finally,
some concluding remarks are offered in Section 5.

2. Gas-turbine modeling

Micro gas turbines are exceptionally suitable to meet the on-
site needs of distributed power generation. However, a proper
thermodynamic analysis coupled with thermo-economic investi-
gation must be carried out to gain essential information on the var-
ious available cycle solutions [21]. Beyond the general trends, to
provide valid estimations of economic value, the power distribu-
tion scenarios must include realistic energy demand/cost models,
as well as an accurate component level characterization of the
MGT.

To this end, most previous efforts related to the economic dis-
patch problem simulated the MGT as a dynamic system using
the governor model [22-25]. This approach can capture the
electro-mechanical response of a generic turbine coupled with a
generalized controller, while disregarding the energy conservation
laws of individual components (compressor-turbine coupling,
combustor performance, and mechanical losses), which mainly
hinders part load performance prediction. Addressing this issue
to a limited extent, there has been steady reduced models, which
are geared towards capturing the nominal and part load trends
by empirical fits to the publicly available manufacturer datasheets
[26]. Moreover, the part load behavior was linearized by approxi-

mations based on turbomacinery physics [27]. This formulation
is particularly useful in concept phase of energy planning in decen-
tralized systems. Increasing in complexity, dynamic characteristics
of the compressor and turbine were represented by fully nonlinear
analytical expressions, instead of the more typical polynomial
approximations [28]. Nevertheless, the accuracy of this general
approach is limited by the mathematical abstraction of the compo-
nent maps.

In parallel, there has been significant efforts invested into treat-
ing the entire system as a black box (absent of physical equations).
This led to the implementation of an artificial neural network
approach in the context of micro gas turbine driven combined heat
and power generation [29]. Relations between the inputs and out-
puts are built up during the training process, and based on the sen-
sitivity analysis, the preferable set of parameters are determined.
The basic requirement of this methodology is a running available
MGT, where experimental training points can be generated.

Nevertheless, towards a more accurate description of MGT per-
formance in nominal and off-design conditions, the current state-
of-the-art in the turbomachinery community is still component
based models with varying degree of complexity, [30-33]. In the
scope of the current work, we also implemented a component-
based gas turbine model that resolves the steady-state
performance of a realistic CHP unit, allowing accurate performance
optimization of its commitment.

2.1. The micro-gas turbine for polygeneration

There exist a broad range of studies on advanced cycle design
and analysis for various applications. Focusing on the balance
between opposing trends associated with capital (fixed) and vari-
able costs of different MGT cycles, it has been shown that recuper-
ated cycles are the preferable means of generation for units smaller
than 100kW,, [21]. At these scales, the intercooled recuperative
cycles are relatively more efficient, however their market penetra-
tion is vastly hindered by the increased capital and electricity pro-
duction costs. Therefore, due to its compromise in efficiency with
respect to capital cost, reduced mechanical complexity, and immi-
nent applicability, a small single-spool gas turbine engine is being
considered in the recuperated cycle. The nominal power output of
the discussed unit is 100kW,. The proposed micro-gas turbine
model features compact and reliable design that requires low
maintenance and operates at competitive efficiency and scale with
other energy production technologies such as small reciprocating
engines.

Comparative CHP gas turbine units exist in the product portfolio
of various companies. For example, Capstone C65, Ingersoll Rand
PowerWorks 70, Ansaldo Energia (formerly Turbec) AE-T100,
Diirr Cleantechnology Compact Power System, and Elliot TA100
all operate in this power range. From publicly available data [34-
39], operational parameters of these commercial products are
summarized in Table 1.

However, most consumers of these products are rarely inter-
ested in operating the unit solely at its design point and typically
would like to vary the commitment level based on demand and
cost of alternate available energy resources. Therefore, the design
point information provided by the manufacturer is insufficient to
properly assess the economic value, as the product ideally should
also operate under off-design (part load) conditions. Hence, a more
detailed model of a relevant micro-gas turbine is required to ade-
quately resolve the performance in the entire operational range.

Based on the engine architecture relevant to the industry, the
MGT unit we consider consists of a single stage centrifugal com-
pressor, a can-type combustor, a single stage turbine, and a recu-
perator. In order to accommodate the changing ratio between
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Table 1
Design output parameters of reference MGT units operated in CHP.

Power (kW) Heat (kW) Electrical efficiency (%) Cycle efficiency (%)
Capstone C65 65 126 29 up to 90
I-R PW70 70 106 28 70
AE-T100 100 200 30 90
Durr CPS 100 210-520 30 up to 98
Elliot TA100 100 165 29 75

power and heat generation demand, the recuperator is equipped
with a controllable valve which alters the amount of exhaust
gasses bypassing the heat exchanger. The schematic of the dis-
cussed CHP unit cycle is presented in Fig. 2.

The mechanical energy of the shaft is to be extracted by an
asynchronous generator, connected to the grid via a voltage and
frequency conditioning circuit that includes a rectifier, a DC boost
chopper, an inverter bridge, and a filter. Depending upon the geo-
graphic location, the output of the power electronics is
400VAC/50 Hz or 480VAC/60 Hz. Moreover, the system is to
include a heat recovery unit (HRU), which is meant to supply the
required heat/chill production. However, due to significant differ-
ences amongst various applications, the exact mechanical to elec-
trical energy conversion process and the exhaust heat utilization
method (via boiler or adsorption chiller) are not modeled in the
scope of this investigation.

2.2. Thermodynamic equations

Both design and off-design operating parameters of the CHP
unit model can be derived from thermodynamic equations that
describe the performance of individual non-ideal MGT compo-
nents. The following sections describe the process towards perfor-
mance evaluation of each element. For proprietary reasons,
component characteristics are often not disclosed. Hence, perfor-
mance parameters of a typical small gas-turbine engine are used
throughout the study [40].

2.2.1. Compressor

In general, the behavior of the compressor in the MGT is
described by a map which charts the operational envelope in terms
of pressure ratio (PR), corrected mass flow rate (7, ), corrected
rotational speed (Ncr), and efficiency (#.), as depicted in Fig. 3
(a). The non-dimensional numbers are defined as,

1 \/T/Trs
Ve 1
P/Prgs @

N
Ncorr = T (2)

VT T’

where N is the shaft rotational speed, r is the mass flow rate
through the engine, T is the inlet temperature, P the inlet pressure,

Meorr =

ﬁ Ptherm ]
HRU o3 04 _
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03 Recuperator Fuel
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Fig. 2. Thermodynamic cycle of a recuperated gas turbine with a heat recovery unit.

and T, P, are standard temperature and pressure reference
conditions.

The various speed lines span across the pressure range at their
respective efficiency islands. However, in parts of the map, these
speed lines can be horizontal or vertical, and render several possi-
ble operating points for a given pressure ratio or mass flow
requirement. To resolve this ambiguity, auxiliary coordinates (typ-
ically known as “beta lines”) are introduced. Once the appropriate
operating point has been selected on the map, the compressor per-
formance is linked to the thermodynamic cycle by

hoss — hoy
- _ 2 3

1 P03>%
Tos =Too [ — [ (Z2) " —1)+1), 4
s <n<(p ) ) @)

which relate the non-ideal work addition to the efficiency and the
resultant pressure ratio respectively. The subscripts in the equa-
tions refer to the station numbers labeled in Fig. 2, and the subscript
s denotes the state hypothetically achieved through an isentropic
ideal process.

2.2.2. Recuperator
After the pressure rise in the compressor, the temperature of
the outgoing flow is further raised by the energy recovered through
the recuperator. The efficiency of this process is characterized by
q %, Cp,03M3 < Cp o515
Myee = — = ’ (5)

(Tos—Tos1) Cp,OSmS < Cp7o3m3 )

qmﬂX
(Tos—To3) °

which captures the non-ideal heat transfer between the relatively
hot and cold gas paths. When electrical power output is required
from the unit, the performance of the recuperator highly influences
the fuel consumption of the MGT. In contrast, to accommodate high
heat or chill demand, the recuperator bypass valve is regulated to
retain the exhaust gas temperature. In the scope of this study, the
efficiency values are taken from a recuperator of appropriate size
[41], the performance data for which is reproduced in Fig. 4.

2.2.3. Combustor
The thermal energy addition of the cycle takes place in the can
type combustor, characterized by

(Mair + 171y hoa — Mgirhos1 = 1Qy, (6)
m=1-(1- nb,dp)(Q/QdP)Pl (7

Q- - Myir , (8)
Pys - exp(To3/300)

where Npap = 0.98 and Qq, = 0.0160,P, = 1.6 and
Q, = 49,736,500 J/kg. Eq. (6) describes the conservation of energy
between the incoming air, the caloric value of the fuel burned,
and the outgoing combustion products. To calculate the efficiency
of this process, an empirical model is introduced in (7). Based on
known design point conditions, the off-design efficiency is modeled
with reference to combustor loading parameter, (8).
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2.2.4. Turbine

The thermal to mechanical energy conversion takes place in the
turbine. Two charts are required to describe the turbine operating
envelope - the first represents the behavior of the component in
terms of the working parameter (WP) as a function of corrected
mass flow and corrected rotation speed (Fig. 3(b)), and the second
relates to the efficiency of the conversion process (Fig. 3(c)). For
convenience, the definition of the working parameter is provided
below,

T04 - T05 .

WP = 0.0239
To4

Cp(Toa). 9)

Portraying the non-ideal nature of the expansion process, the fol-
lowing relations can be written

Pcompressor

Mhair (hos — ho2) +Pgen = 1y (Mair + 1115) (hoa — hos). (12)

2.2.5. Heat recovery unit

Passing through the hot side of the recuperator, the last station
of this cycle is the Heat Recovery Unit (HRU). Providing a heat (or
indirectly a chill) source for the consumer, this component extracts
heat from the exhaust gasses. After the flow of recuperator exit and
the bypass duct undergo flow mixing, HRU essentially acts an addi-
tional heat exchanger, and therefore its performance model is syn-
onymous with the recuperator,

hos = host - (1 — ) + hos - p
Pheat = Hygy™s - (hos — hoy).

The outlet temperature after the HRU is typically higher than 100 °C
[42], and therefore the outlet enthalpy hy; is calculated for this con-
stant value.In the cooling mode of operation, the absorption chiller
is directly driven by the waste heat extracted from the heat recov-
ery unit. Detailed modeling of absorption chiller is highly complex
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[43] and beyond the scope of this work. Therefore, an absorption
chiller, with constant performance, is considered. The efficiency of
this process is described by the coefficient of performance (COP),

_ Cooling Power

coP = Heating Power

(15)
which is typically assumed to be 0.7 for single-stage units [44,45].
Thereby, with the COP formulation, the demand for chill is related
with the demand for waste heat.

2.3. Numerical modeling of micro-gas turbine

Solving the equations developed in Section 2.2 can be used to
generate the steady-state relationship between the MGT shaft
speed, bypass valve position, and fuel consumption. This directly
relates to the cost of locally producing electricity and heat at a
desired level which can be used to optimize its operation when
integrated into the power grid.Although the thermodynamic
behavior of various MGT components are well defined, the solution
methodology for finding their steady-state relations can be non-
trivial. In the scope of this work, an approach based on NASA’s
DYNGEN algorithm [30] is used; the flow chart is presented in
Fig. 5. On a similar scale MGT, the high level of accuracy of this
technique was prior demonstrated in [46]. For a given shaft rota-
tional speed and bypass valve position, the location on the com-
pressor beta line is initially assumed. Then, the mass flow,
pressure ratio and efficiency are extracted from the compressor
map, setting To3. The temperature downstream of the combustor
(To4) and the recuperator (To31) are guessed sequentially to initiate
the two inner-loops of the compressor-turbine matching. The
required fuel flow, which matches the prescribed To4, is subse-
quently calculated to find Tys. These values are used to extrapolate
mass flow, pressure ratio and efficiency from the turbine maps. At
first, the mass flow through the turbine is calculated and Tos; is
updated until convergence. In following, the fuel mass flow is iter-
ated upon. Finally, the initial beta line guess is revised by the cal-
culation of the HRU exhaust pressure. When the algorithm fully
converges, a steady state solution is reached, which relates the fuel
mass flow rate, electrical power, and heat output to the shaft rota-
tional speed and bypass valve position.

2.4. Cycle parameters for operational optimization

In order to optimize the MGT cycle during its operation, two
input parameters (shaft speed and bypass valve position) are
selected and simulated to yield a number of solution states (elec-
trical power, heat output, and fuel mass flow). For this study, we
considered 9 discrete speed levels (from 66% to 100% of rated
rpm) and 5 discrete bypass settings (from 0% to 80%). The discrete
parameter maps of these steady-state relations are presented in
Fig. 6.

The thermodynamic performance of the MGT is characterized in
electrical power and heat output domains ranging between 30-
110 kW, and 57-452 kKW respectively; see Figs. 6(a)-(c). For a
closed bypass valve, while the heat to power output ratio is
between 1.4-1.8, this range reaches values of 4.5-7.5 at maximal
80% bypassing. Moreover, providing a measure for CHP unit perfor-
mance, the heat and electricity generation efficiencies are repre-
sented in Fig. 6(d) and (e) respectively. For a fixed electrical
output, when the recuperator bypass valve is opened, the heat out-
put expectedly increases, along with the heat generation efficiency.
Although the rotational speed of the shaft is retained throughout
this process, due to the increase in fuel mass flow rate that satisfies
the energy balance, the electrical efficiency drops. Across the oper-
ating conditions in the range of 0-80% bypassing, the electricity

and heat generation efficiencies vary between 41-9% and 52-71%
respectively. These values are consistent with the units existing
in the market - see Table 1.

3. Economic dispatch for micro-gas turbines

The detailed modeling of the micro-gas turbine allows for real-
istically considering its integration into a power generation sys-
tem. In this direction, we apply the model developed in Section 2
to an optimal economic dispatch framework. While there are many
approaches for solving the economic dispatch problem [47-52],
the discretized model of the MGT makes it amenable to a dynamic
programming-based strategy [53-55]. Moreover, as we are focus-
ing on the understanding of the economic feasibility and compar-
ative advantage of an MGT, we are not concerned with real-time
solutions. Therefore, for this study we employ a shortest-path solu-
tion method for the dynamic programming approach to economic
dispatch [56-58]. The shortest-path modeling, which is reviewed
in this section, is based on the previous work [59].

3.1. Optimization model for micro-gas turbines

The economic dispatch (ED) problem is the short-term optimal
determination of generation unit outputs aimed at satisfying the
system load while minimizing the overall cost. In this work, the
operation of a micro-gas turbine as a CHP unit is considered, and
thus the ED problem is to determine optimal schedules for both
the power output and heat generation of the MGT that minimizes
the overall cost to the user. This includes costs incurred from the
operation of the MGT (mostly attributed to fuel), in addition to
the cost of purchasing power and heat from the utility in the event
that the turbine is not economically feasible to operate, or when it
can not completely satisfy the demands.

We denote by x¢r(t) the MGT state corresponding to a given
power and heat output level at time t. As discussed in Section 2.4
and summarized in Fig. 6, the generator power and heat output
are directly related to the turbine speed and bypass valve setting.
For generality, we assume the turbine can operate at s fixed speed
levels - each speed level is denoted as p;, for i=1,..., s. The
amount of heat the turbine can output is a function of the bypass
valve that takes a value between 0 (closed) and 1 (completely
open). This is denoted by the variable h;, for j=1,...,v with
h; =0 and h, = 1. Thus, the complete state of the turbine can be
characterized by the pair x¢r(t) = (p;(t), hj(¢)).

The MGT speed and valve setting can be mapped directly to the
fuel mass flow, as shown in Fig. 6(a). Thus, the cost of operating
the generator at a given state is a function of the cost of fuel and
the function C¢r(xcr(t)) is the fuel cost for operating the turbine at
that level.

Similarly, the variables xI;(t) and xt;(t) denote the power and
heat commitment purchased from the utility? at time t with cost
functions Cj; (X (t)) and Cfj(x!(t)) respectively. The ED cost func-
tion for a finite time horizon of T units can be expressed as

Jxer, Xir, Xijr) = Z(CGT(XGTU)) + Cor(xir () + CZT(Xﬁr(f)))-

T
t=1

(16)

The minimization of the cost function (16) is subject to several
restrictions capturing both the power and heat balance of the sys-
tem, and the operational constraints of the generator. The energy
balance equations are the thermodynamic and power restrictions
of the microgrid operation. We denote the nominal demand for

2 Heat is not directly sold by the utility, but can be modeled as an additional fuel or
electricity cost. This is discussed in more detail in Section 4.1.2.
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Fig. 5. Numerical simulation model flowchart of the recuperated MGT.

power and heat at time t with the variables P(t) and H(t). For the
turbine state x¢r(t), there is a corresponding power and heat out-
put, denoted by Per(xcr(t)) and Her(Xcr(t)) respectively (Figs. 6(b)
and (c)). Thus, the energy balance can be expressed as

Per(Xer(t)) + i (t) = P(t),
HCT(XGT(t)) +X’JT(t) = H(t),

(17)
T (18)

In the absence of any additional constraints, the ED problem aims to
minimize (16) subject to the energy balance constraints (17) and
(18).

While one may consider purchasing power and heat from the
utility in an instantaneous manner, extracting heat and power
from the MGT implicitly induces dynamics, which we develop
here. Recalling that the time constant corresponding to changes
in the MGT state are fast relative to the operating horizon, this eco-

nomic dispatch problem considers transition from one MGT state
to another via steady-state operational behavior only.

In this direction, we introduce a control variable for the MGT,
denoted ucr(t), which is used to determine how the turbine should
change states at each time-step. For any turbine state xqr(t), there
may be a multitude of allowable states the turbine can transition
to, and the control signal ucr(t) is used to abstractly represent
this.This leads to a discrete-time dynamical system, represented
below as,

Xer(t + cAT) = fer(xor (), ucr(t)), (19)
where a fixed step-size of AT seconds is assumed. As we are con-
cerned with only the steady-state operation, the step-size should

be chosen to be faster than the transient dynamics, but short
enough to capture the scheduling objective for the ED problem.
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Fig. 6. Solution grid over the states of the gas turbine model.

The constant c is used to emphasize that certain transitions may
require multiple time-steps to complete.’

The form of the function f, therefore, captures both the allow-
able state transitions of the MGT, and the number of time steps
each transition requires. As shown in [59], dynamics expressed in
this form can be represented by a state-transition diagram leading
to a qualitative description of the dynamics (19). As an illustrative
example, consider the steady-state operation of the turbine with
bypass level fixed to h;. The state-transition diagram representing
allowable power level transitions is depicted in Fig. 7. It can be
observed in this example that increasing the speed level requires
two time-steps (i.e., ¢ = 2), while decreasing requires a single
time-step (i.e., c = 1). Furthermore, speed levels must be increased
or decreased sequentially (for example, the generator can not tran-
sition from state (p;,hi) to (p;,h;) without passing through
(py, h1)). However, it is possible to change both the speed level
and the bypass valve setting in the same time step, provided that
the requirement of sequential speed changes are respected.
Note that Fig. 7 represents only a portion of the complete

state-transition diagram, which contains p_ h, possible states at
each time step. The exact number of time steps required for chang-
ing states depends on the step-size AT. In this setting, the control
variable ucr(t) represents the decision variable deciding which
edge to take from a given state in the transition graph.

The MGT also requires special start-up and shut-down proce-
dures. When the generator is in the ‘off’ state (corresponding to
Xer = (0,0)), it must be ramped up to full power (i.e., p, with any
bypass valve setting). Furthermore, the transition from the ‘off
state to the first online state takes Tsy minutes. Hence, if increasing
the speed level takes two time-steps, the complete start-up proce-
dure takes SU; = Tsy /AT + 2AT - s time steps. Similarly, the gener-
ator can only be shut down from the state (p;, h1) and requires Ty
units of time to be completely off-line. Fig. 8 depicts the transition
graph highlighting the beginning of a start-up procedure where Tsy
corresponds to 4 time steps. We assume for this study a start-up
time for the MGT of 2 min, and a shut-down time of 3 min [14].
Note that this formulation also implicitly includes other

t—1 t

t+1

Fig. 7. A portion of the transition graph of MGT during online operation.

Fig. 8. Portion of the start-up transition diagram for MGT.
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constraints such as ramp-rates of the MGT. A typical ramp-rate
constraint is expressed as

DR < p;(t+cAT) —pi(t) <UR, i,je{1,...,s},

where DR and UR are the ramp-down and ramp-up rate limits,
respectively. Thus, there can only be an edge connecting the states
corresponding to power outputs p;(t + cAT) and p,(t) if and only if
they satisfy the above inequality.

Using this state-transition graph representation, it is possible to
embed in the generation cost a transition cost that models the
added cost for changing states. We assume that the generation
cost, Cor(Xcr(t), ucr(t)), includes these transition costs. This allows
to completely characterize the economic dispatch problem for
operating the MGT in a smart-grid environment as the optimiza-
tion problem

min J(Xer, Ucr, X{. Xy
Xer Ugr Xy X
subject to Xcr(t + cAT) = fr(Xer(t), ucr(t)),

Per(Xer(t)) + (X (t) — P(t)) = 0, (20)
Her(xcr(t)) + (xgr(t) — H(t)) = 0,

Xor(t) € {(pi(6), hi(1)), i=1,...,8j=1,...,v}

xir(t) =0, 2 (t) >0, t=1,...,T.

In the next subsection, solution methods for (20) will be discussed.
3.2. Solution methods - a shortest path approach

The general form of the optimization problem in (20) falls
under the class of mixed-integer programming (MIP) and
dynamic programming. The description of the dynamics using
a state-transition graph allows for employing the shortest path
algorithm to solve the problem [57,59]. As shown in Section 3.1,
each node in the graph represents the operating state of the
MGT (the state x¢r(t)) at a given time ¢, and the decision variable
(i.e., the control ucr(t)) is represented by the edges connecting
nodes in the graph. Thus, if we operate for T units of time with
time-steps of AT, the complete network must contain p_h,T/AT
nodes. The edges of the graph are determined by the MGT dis-
cretized dynamics (19). Hence the graph can be constructed
independently of the cost assignment. Furthermore, given that
the graph evolves forward in time, it can be categorized as a
directed acyclic graph (DAG), which leads to efficient shortest
path algorithms [60,61].

The main challenge for employing the shortest path algorithm
is to accurately map the cost functions, described on the nodes
of the graph, to appropriate transition costs assigned to each
edge. Furthermore, the cost structure must embed the enforce-
ment of the energy balance constraints. In this direction, recall
that the energy balance constraints (17) and (18) are always sat-
isfied - power and heat is purchased from the utility whenever
the MGT does not meet the demand. Thus, each generator state
Xcr(t) determines the amount of power and heat to be purchased
from the utility explicitly (the costs Cp;(xF;(t)) and CH (x.(1))).
To compute the edge weight between adjacent nodes, we
assume the cost to be the average cost between the adjacent
edges. In this direction, we denote by P(t,t+ cAt) and
H(t,t + cAt) as the average power and heat demand over the
time interval t and t+ cAt. The MGT cost associated with the
edge is computed as

Cor(xcr(t)) + Cor(Xer(t + cAT))
2 b
and the average power and heat supplied by the MGT is

Cer(t, t + cAT) = cAT

_ CATPGT(XGT(t)) + P;T(XCT(t + CAT))
HGT(XGT(t)) + HGT(XGT(t + CAT))
5 .
The cost of the power and heat purchased from the utility can then
be computed as

Chy(t, € + AT) = cATCyyy (P(t, t + CAt) — Pr(t, t + cAT))
CH(t, € + AT) = cATCy; (H(t, t + cAt) — Her(t, t + cAT)).

Per(t, t 4 cAT)

HGT(t., t+ CAT) =CcAT

Note that if H(t,t + cAt) — Her(t,t + cAT) < 0, the excess heat is
dumped into the atmosphere and the cost is 0. In summary, the
edge transition cost can be expressed as

e(Xer(t),Xr(t + 1)) = Cor(t, t + cAT) + Chp(t, t + cAT)
+ CH(t, t + cAT). (21)

In addition to the costs described above, there is a cost associ-
ated with the start-up and shut-down of the unit. Considering that
the price of the gas turbine engine is roughly $75,000, and based on
typical low cycle fatigue life of 10,000 cycles [62], it is possible to
estimate the cost of each shutdown and startup as $3.75 each. Dur-
ing the startup and shutdown procedures, we assume the MGT is
offline for the entire duration, and thus all electricity and heat
much be purchased from the utility, contributing to the edge cost.

To complete the construction of the graph, artificial “start” and
“end” nodes are added; these states are unrestricted and do not
represent a constraint for the optimization. Thus, we allow the
optimization to begin at any generator state without incurring a
cost. The above modeling provides a methodical way to construct
the directed acyclic graph. In this scenario, the shortest path solu-
tion would correspond precisely to the optimal operating schedule
of the MGT.

4. Case studies

To demonstrate the benefit of integrating a single micro gas tur-
bine into the electricity market, we provide four detailed case stud-
ies: a full-service restaurant, a large hotel, a residential building
neighborhood and a small hotel. In the following, we present a
detailed model of the demand profiles and electricity tariffs for
each scenario. We then solve the economic dispatch problem for
a 24 h day using the formulation developed in Section 3. Finally,
we present an economic analysis of the optimal operation strategy.

4.1. Demand and environment modeling

In this section, the models for energy demand and load profiles
are presented. Moreover, a thorough discussion on the electricity
tariffs used to define the cost structure is included.

4.1.1. Energy demand and load profiles

For the entire year of 2004, the U.S. Department of Energy pub-
lished the demand profiles of 16 commercial and 3 residential ref-
erence buildings, separated by source (electricity, gas) and
consumption type (e.g., lights, facility, heating, cooling) [63,64].
Based on the available data, the effectiveness of employing a
MGT as a CHP unit is considered for four different buildings:

1. A full service restaurant: area of 511 m? on one floor level, on
which the commercial medium electricity tariff applies.

2. A large hotel: area of 11,345 m? over 6 floor levels, on which
the commercial tall electricity tariff applies.

3. A small hotel: area of 4013 m?, over 4 floor levels, on which
commercial medium electricity tariff applies.
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4. Aresidential building with high load: a neighborhood consist-
ing of 20 apartment buildings, on which the residential electric-
ity tariff applies.

In the scope of this work, towards simplicity, the demand is cat-
egorized as general electrical power and heat (cooling is related to
heat through the absorption chiller coefficient of performance). A
histogram of the annual electricity load profiles of the reference
buildings listed above is given in Fig. 9(a). The red dashed line
marks the maximum electricity output that can be generated by
the CHP unit considered in this investigation. Similarly, heat load
curves are presented in Fig. 9(b), where the two horizontal red
lines show the minimum (0% bypassing) and maximum (80%
bypassing) heat production at maximal electricity output. The
yearly hours portrayed are not consecutive, but rather a represen-
tation of frequency for a demand level above the designated value.
It can be seen that for larger buildings (such as a large hotel), the
maximum electrical output of a single unit is not sufficient to ever
meet the entire demand, whereas the heat output is at times only
partially fulfilled by the CHP. Contrasting this to the case of the
restaurant, the heat and electrical capacity of the MGT consistently
surpasses the need. For the other buildings types, the heat and
electricity supplied by the MGT should be determined according
to time-varying demand level and the associated cost with respect
to the utility.

4.1.2. Electricity and heat tariffs

In general, many different electricity tariffs exist; they reward
certain behavior while penalizing divergent conduct. In this work,
aggregation of the electricity tariffs are modeled according to the
framework proposed in [65]. As described in [66,67], the tariffs
comprise three cost components: fixed costs (FC), fixed pricing of
energy (FPE), and demand charging (DC). We denote by g(AP(t))
the function that defines the cost of electricity,
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Fig. 9. Histogram of annually demand profiles for different microgrid consumers.
Output limitations of the CHP unit are highlighted.

A-AT-AP(t)+B+C, AP(t) >0

A-AT - AP(t), AP(t) <0’ (22)

zap(o) - {

where
AP(t) = P(t) — Per(Xcr(t))

and AT is the time step increment (in seconds) we use to schedule
the MGT operation. In (22), A represents the (linear) energy charge
(in $/kW h), B the demand charge (in $), and C is service and meter-
ing charge (in $) - calculated per day of utilization.

The demand charge, B, is the cost associated with providing ser-
vice during peak demand periods. It is used to penalize the power
consumption in commercial buildings based on the highest aver-
age kW maintained during any 15-min interval within the billing
cycle [68]. The charge B is divided into two different components,
the peak demand charge (PDC), and the intermediate demand
charge (IDC), and is defined as,

summer

i (PDC - MaXeer,q,, (P(t)) + IDC - MaXier,, (P(t))>
winter

LIDC - maxe,, (P(t))

; (23)

where t,.,x represents the peak hours and ti,; the intermediate
hours (see Table 3). Usually the billing cycle is a full month, but
in this study, its contribution to a single day is considered; there-
fore, the value obtained is divided by 30 (average month duration)
to yield the daily contribution to the cost.

As discussed in Section 3, a cost must be assigned to each tran-
sition edge modeling the operation of the MGT in the economic
dispatch problem. Based on the tariff model (22), only the linear
energy charge, A, is used to compute the cost of an edge in (21).
For the purpose of this study, we apply the fixed usage costs B
and C a posteriori to provide a more accurate economic analysis.

The rates A, B, C, of each building type are different and vary
according to the time of the day. In this work, pricing data from
PSEG Long Island New York is used [66,67], summarized in Table 2.
The pricing is based on Time-of-Use and fixed costs for all build-
ings (A and C in (22)), in addition to demand charge applied only
to commercial medium and tall buildings (B in (22)). Within this
structure, the cost of time-of-use and demand charges are regu-
lated at different time intervals. The peak hours refer to time peri-
ods with high load on the grid, whereas low load hours (typically
during the evenings) are denoted as off-peak; and hours between
these times with moderate demand, are evaluated on an intermedi-
ate pricing level. The exact definition of peak, intermediate, and off
peak hours vary depending on the building type and the season.
Splitting the year into two seasons (summer/winter), summer is
defined to be the time period between June 1st and September
30th. A complete definition of these peak, intermediate, and off
peak intervals is given in Table 3. Therein, it can be seen that the
peak pricing only applies to the summer period.

In addition to electricity, the energy source for heat/chill can
also be obtained from the utility to achieve energy balance
between the demand and supply. As most consumers use a boiler
to satisfy their heat demand, we model the heating cost with the
price of natural gas. The boiler can be modeled by the grouping
of a combustor with a heat recovery unit, described by (6) and
(14) respectively. Combining the two previous equations, the heat-
ing power of the boiler can be related to the fuel flow rate as,

Pheat anb +AFR . humb _ thO°C>

-— = Mgy (AFR + 1)(

(24)

my AFR+ 1

where hgy,, is the specific enthalpy of ambient temperature air at
the combustor inlet, and hjg-c represents the specific enthalpy of
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Table 2
Electricity tariff rates.
Off peak Intermediate Peak
Commercial medium A $/kW h 0.0273 $/kW h 0.0412 $/kW h 0.0444
(restaurant, small hotel) PDC/IDC - $/kwW 3.9 $/kW 45.48
C $1.68
Commercial tall A $/kW h 0.0291 $/kW h 0.0435 $/kW h 0.0543
(large hotel) PDC/IDC - $/kW 5.34 $/kW 22.44
C $10.16
Residential A $/kW h 0.0442 $/kW h 0.0866 $/kW h 0.2461
(residential neighborhood) PDC/IDC - - -
C $1.65

Table 3
Definition of off peak, intermediate and peak periods for both seasons.
Summer Winter
Commercial medium Off peak 23:00-07:00 23:00-07:00
Intermediate 07:00-12:00 & 20:00-23:00 07:00-23:00
Peak 12:00-20:00 -
Commercial tall Off peak 00:00-07:00 00:00-07:00
Intermediate 07:00-10:00 & 22:00-24:00 07:00-24:00
Peak 10:00-22:00 -
Residential Off peak 20:00-10:00 20:00-10:00
Intermediate - 10:00-20:00

Peak 10:00-20:00 -

exhaust gasses (considered to be at 100 °C). The air to fuel ratio
(AFR) is assumed to be constant and for natural gas
AFR =17.2-1.2 = 20.64, where 17.2 is the stoichiometric ratio for
methane-air mixture and the factor 1.2 is associated with the typi-
cal 20% lean burn.

For the chill production, buildings typically employ either con-
ventional electric motor-powered chillers or gas-fired absorption
cycle systems. The latter reduces the demand on the grid which
can help alleviate the high electric costs in the summer when the
peak hour charges apply. In order to provide an impartial assess-
ment to the value of the MGT with respect to the utility, the con-
sumers are assumed to be using absorption chillers to satisfy
their cooling demands. This implies that the chill demand can be
related to the heat demand by the absorption chiller’s COP factor
(0.7). Thereby, the cost of purchasing heating and cooling from
the utility can be lumped into the price of natural gas.

4.1.3. Net metering

As the production capacity of the micro CHP unit is finite and
predetermined, the energy balance between the local demand,
the CHP output, and the utility commitment must be met, accord-
ing to (17)-(18). Thus, depending on factors including the demand
level and cost of fuel, power can be either bought from or sold to
the utility.

One of the common approaches for regulating and accounting
excess electricity (i.e., the difference between generated power
and the demand) is known as net metering [69]. The bi-
directional electricity flow in and out of the grid is typically
accounted at the same tariff rate. Hence, net metering values
excess power at retail cost. This is captured in (22) such that when
the generation cost is negative (AP(t) < 0) and the electricity is
sold back to the grid.

As heat is not a directly tradable quantity, there is no mecha-
nism equivalent to net metering for the transfer of thermal energy.
Thus, any excess heat generated by the CHP is simply released to
the environment.

4.2. Economic dispatch

For the case studies considered in this work, we take s =9
speed levels for the turbine, v = 5 valve settings (from 0% to 80
%), and a time step of AT = 15sec. Thus, at each time step, the
MGT can assume 1 of sv + 1 = 46 states, which includes one off-
line state. We also note that for this time-step, ramp-rate con-
straints are not relevant as the MGT dynamics are much faster
[14]. For a 24 h horizon, the resulting shortest path graph contains
2,649,262 nodes and 2,003,946 edges. The shortest path problem
was solved using MATLAB’s native shortest path solver on an Intel
Core i7 3.60 GHz processor with 32 GB RAM PC, and the running
time was on the order of seconds.

In the examples to follow, we consider a fixed gas price of
$7.74/1000 ft°. This value is the reference cost on October 2015
[70], and it can be related to cost of fuel mass flow rate through
the density of methane, p,;, = 0.68kg/m>.

In order to demonstrate the typical operational behavior of the
system, the economic dispatch problem is solved over three refer-
ence days, which represent typical seasonal variations: a winter
day (January 10th), a mid-season day (April 10th), and a summer
day (July 10th). Each of these days contribute to the aggregate
demand data presented in Fig. 9. Given that electrical companies
usually define two different rating periods [66,67], summer (June
1st - September 30th) and winter (October 1st - May 31st), these
exemplary days are sufficient to accurately depict the trends for
the whole year. Furthermore, the actual demand data is only avail-
able in an hourly basis. In order to form a more realistic dynamic
demand profile, the data is smoothed with a moving average filter
(with a time window of 5 min) to ensure more gradual transitions
of the demand.

We also note that we do not impose any constraints on the
starting or ending state of the MGT in our 24-h economic dispatch.
Furthermore, the optimization may chose any start or end state
without penalty. This is motivated by the fact that the demand pro-
files do not vary significantly within a given season.
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4.2.1. Full service restaurant

Figs. 10(a)-(f) show the solution of the economic dispatch prob-
lem (20) for a full service restaurant during each of the three refer-
ence days. As expected, the sum of the utility and the MGT
commitments satisfy the instantaneous heat and electricity needs
on all days. The power demand profiles roughly have the same
order of magnitude in the three considered days, but the heat
demand profile in the winter day (Fig. 10(d)) is significantly higher.
Furthermore, although the restaurant’s entire heat/electricity
demands can be fulfilled by the MGT alone (see Fig. 9), it can be
seen in Figs. 10(a)-(f) that this is not the most cost effective solu-
tion. During the entire winter day, the optimization sets the bypass
valve at a constant 0%, while the fluctuation in the power and heat
are associated with MGT speed variations.

On most of the winter day hours (05-01 h), the heat demand is
mainly provided by the CHP, regardless of intermediate and off-
peak tariff rates. Thus, the MGT is operated on a heat driven basis.
Consequently, the ensuing CHP power is an artifact of the opti-
mization, and the residual difference between the electricity pro-
duction and demand is either supplied to or bought by the
utility. For example, in the first hour of operation (24-01 h), the
heat demand (126 kW) is primarily accommodated by the CHP
unit, and only a small amount is purchased from the utility
(10 kW), whereas the CHP power production (80 kW) is signifi-
cantly higher than the electricity demand (39 kW). If the electricity
and heat demand would have been met entirely from the utility,
the cost would be $5.478 (considering the off-peak electrical
charge and the utility heat production based on the natural gas
pricing). Alternatively for the optimal CHP economic dispatch,
the total operational cost is $5.702. However, as the electricity pro-
duction exceeds the demand, the surplus is sold back to the grid,

resulting in a profit of $1.119. On the other hand, the CHP heat pro-
duction does not fulfill the entire demand, requiring in an addi-
tional utility cost of $0.398. In total, the net gain in operating the
CHP unit during this hour amounts to $0.497.

From 01 h until 05 h (which is during the off-peak tariff period),
the MGT is operated at an electricity and heat production level
above the demand. This is a mode of operation which is
maintenance-cost driven. The comparative advantage of the CHP
over the utility should be in time intervals of higher heat demand
or increased utility electricity pricing. However, in this off-peak
time period, the operational state of the MGT is optimized to min-
imize losses. There is a direct low cycle fatigue associated cost of
each shutdown and startup ($3.75), in addition to the fuel burned
during the 3 and 2 min transitional time periods from on-to-off
and off-to-on states.

Therefore, in this circumstance, the optimal state of the MGT is
to continue its operation in the minimum possible electricity and
heat production levels, 30 kW and 57 kW respectively. It simply
happens to be that the electricity produced is above the power
demand level.

For spring and summer days, it is not viable to operate the CHP
unit at all. As the heat demand (up to 40 kW) is significantly lower
than in the typical winter day (roughly 1/3), the largely unchanged
electricity consumption (up to 105 kW) constitutes the primary
energy cost. Both at the peak hours of the summer and at the
off-peak hours of the same day (e.g., between 24 h and 01 h), the
price of buying the necessary energy from the utility is cheaper
than operating the MGT (e.g., $5.8114 with respect to $8.0298
between 15h and 16h and $0.6793 with respect to $2.8941
between 24 h and 01 h respectively). It can be seen that when
the heat demand is low, the CHP unit vastly looses its comparative
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advantage over the utility. This is also a maintenance-cost driven
solution. If there was no penalty associated with cycling the
MGT, there would be bursts of operation during peak tariff periods
especially in the summer.

Remark 1. It is important to note that the resolution of the model
discretization influences the solution of the economic dispatch
problem. For example, in the heat driven scenario of the winter
day, the MGT heat generation at 0% bypass valve setting is inferior
to the heat demand. The valve position of the model (20%) would
produce excess heat, which would have to be dumped. In order to
be competitive with the utility electricity prices, the bypass level is
maintained at 0%. In reality, there exists an optimal bypass valve
setting between 0-20%, which would fully satisfy the heat demand
with the MGT operation alone. As the complexity of the transition
graphs grows exponentially with the number of states, this level of
refinement will lead to computational problems and are thus
beyond the scope of this investigation.

4.2.2. Large hotel

A similar optimization is conducted for the demand profiles of
the large hotel and the results are depicted in Figs. 11(a)-(f). For
the entire yearly hours, the power demand is consistently greater
than the maximum unit capacity (110 kW) and the heat demand
is above the minimum MGT output (57 kW) (see Fig. 9). Moreover,
in about one third of the yearly hours, the heat load of the large
hotel is higher than the maximal CHP heat output. Therefore, for
all reference cases, the heat and power demands are satisfied by
the contributions of both the MGT and the utility.

For all days in between 07 h and 24 h (in the intermediate tariff
period and peak tariff period during the summer), the MGT

operates consistently at the highest electricity production level of
110 kW, while the supplied CHP heat is 193 kW. Operating as a
base load system, the MGT shaft speed is 100% with bypass setting
of 20%. However, in the off-peak tariff period (24-07 h), the cost of
purchasing electricity from the utility drops, and the equilibrium
between the CHP unit’s electrical efficiency and the network sup-
ply price changes. The new energy equilibrium operates at a shaft
speed of 89% and a valve setting of 0%, not explicitly shown in the
figure. With the decreasing comparative advantage of the CHP, the
optimal solution is in a more thermodynamically efficient MGT
state, generating 80 kW and 144 kW of electricity and heat respec-
tively, while the remainder is bought from the utility. Despite the
heat and electricity demand which exceeds the CHP unit capacity,
the optimal solution is demonstrated to be in partial load opera-
tion. Overall for this building type, the CHP operates as a base load
system for intermediate and peak tariff periods. This a combination
of electricity driven and heat driven modes of operation.

Remark 2. Considering the resultant consistent reduction in the
electricity purchase from the utility for all hours of every reference
day, it is expected that demand peaks and the associated charges
will be lowered. This will yield considerable savings; nevertheless,
the optimization does not directly consider this factor.

4.2.3. Small hotel

Another considered consumer is a typical small hotel, with a
year long power demand consistently above 110kW (beyond the
capacity of the MGT), and a heat demand below 100 kW. Like the
full service restaurant and the large hotel, this building is rated
with a commercial tariff. In this scenario, the optimal operation
strategy for winter (Figs. 12(a), (d)) and summer (Figs. 12(c), (f))
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is similar. Operating the unit at a low power commitment level, the
heat demand is supplied at a competitive unit efficiency (0%
bypass). Clearly the behavior is heat driven, except in the off-
peak hours of the summer, when it is more economical to continue
operation at minimum production level instead of shutting down
(maintenance driven). In contrast to summer and winter, the
spring day exhibits a low heat demand profile, while the power
demand is at a comparable level with other seasons (Figs. 12(b),
(e)). The optimization finds that it is not profitable to operate the
unit, and therefore the MGT stays off the whole day.

4.2.4. Residential neighborhood

For the residential neighborhood scenario, the solution of the
CHP unit economic dispatch are presented in Figs. 13(a)-(f). On
the reference winter day, the CHP unit operates at constant heat
(193 kW) and maximum electricity production (110 kW). Between
17 hand 22 h, when the power demand surpasses the MGT capacity,
additional electricity is bought from the utility. In all other time
intervals, the excess electricity is sold to the grid according to net
metering procedure. It is interesting to note that the heat production
is kept at a constant level (at 20% bypass) throughout the day, and it
is more economical to purchase additional heat from the utility
when needed. This is in part associated with the relatively course
bypass valve grid employed in the optimization (see Remark 1).

During the typical spring day, the MGT unit behavior presents a
unique operational schedule which is revenue driven. In the inter-
mediate tariff hours of the day (10-20 h), the CHP unit operates
at an electricity and heat production level significantly beyond
the consumer demand, selling all the excess electricity to the grid
while dumping the excess heat to the atmosphere (see Figs. 13(b)
and (e)). Therefore, the optimal solution is to take advantage of the

higher electricity rates during this period to increase revenue. In
fact, in order to increase the electrical efficiency, the bypass valve
is set at 0% and the associated heat commitment level is the lowest
possible for the chosen speed setting. In this particular circum-
stance, the MGT can clearly produce electricity at a lower per unit
cost than the utility. In the late evening from 20 h to 24 h, when
the utility costs are low, the CHP operates at its lowest possible
power and heat state instead of shutting down (maintenance dri-
ven). For the same day, in the off-peak tariff hours (24-10 h), the
CHP unit supplies the entire heat demand at 0% bypass and varying
speed levels (heat driven behavior). If available, the ensuing excess
electricity is sold back to the grid.

During the summer day, the electricity is at peak rate between
10 h and 20 h, which increases the economic advantage of produc-
tion by the MGT. In fact, between 10 h and 11 h, the unit produces
110kW electricity at 0% bypass (greater than the demand) and sells
the surplus back to the grid (revenue driven). From 12 h to 20 h,
the power demand exceeds the capacity of the MGT, and the addi-
tional requirements are supplied by the utility. However, this time
period is not entirely electricity driven. Between 16 h and 17 h,
with the increasing heat demand, the bypass valve position is
adjusted to 20% in order to produce more heat at the same electric-
ity production rate (100% speed). Hence, the optimization finds
economic advantage in producing heat through the MGT at the
expense of augmented fuel consumption. In the off-peak hours of
20-24 h and 07-10h, the trends are heat driven due to lowered
price of electricity. Once again, in the early hours of the day
between 24 h and 07 h, the MGT operates in its minimum electric-
ity and heat production state, instead of shutting down
(maintenance driven). In this time period, it is more economical
to fulfill the additional electricity demand from the network.
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Fig. 13. Heat and power demand of the residential community and its economic dispatch solution for the seasonal reference days in winter, spring and summer.

Throughout the various seasons and times of day, the residen-
tial neighborhood presents differing optimal commitment trends
associated with heat, electricity, revenue, and maintenance-cost
driven operation. In contrast to other consumers of energy, the
increased diversity in the neighborhood’s economic dispatch mode
is heavily based on the variations in the ratio between the power to
heat demand, which fluctuates between 0.2-6. In contrast, the heat
to power demand ratio of the restaurant varies between roughly 0-
1.5 throughout the year. This increased range of this ratio has
strong influence on the optimization strategies.

4.3. A comparison against base-load operation

Integrating an MGT as a base-load unit typically involves com-
paring the cost of purchasing electricity from the utility against the
cost of local generation. The graph in Fig. 14 shows the linear tariff
charge (the coefficient A in (22)) for each building type and for dif-
ferent times of day (peak, intermediate, and off-peak). The dashed
horizontal lines represent the cost of electricity generation for the
MGT at full speed and 0% bypass for the October 2015 reference
fuel cost of $7.74/1000 ft*> along with moderate deviations from
that period ($8.85/1000 ft> and $6.80/1000 ft>) [70]. This chart
shows the scenarios when it is economically viable to operate in
a revenue and/or electricity driven mode. Indeed, it is not econom-
ical to operate commercial medium buildings in electricity driven
modes at any time. This leads to a heat driven and/or maintenance
driven operation, as seen in the case study for the small hotel and
restaurant. In contrast, for commercial tall buildings (large hotel),
it is advantageous to operate in an electrical driven mode during
peak periods. Similarly, for residential buildings, both electricity
driven and revenue driven modes are economically preferable dur-
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Fig. 14. Cost comparison of purchasing electricity from the utility against using the
MGT as a base-load unit.

ing intermediate and peak periods, as indicated by the significant
cost difference between the utility and the MGT.

4.4. Economic analysis

To effectively demonstrate the economic viability of integrating
the MGT, Table 4 summarizes the total savings when the natural
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Table 4
Absolute daily savings, for all buildings, days and fuel cost combinations ($).
Fuel cost ($/1000 ft*) Full service restaurant Small hotel Residential Large hotel
7.74 8.85 6.80 7.74 8.85 6.80 7.74 8.85 6.80 7.74 8.85 6.80
Winter day 22.66 16.82 27.76 12.00 8.07 16.86 97.17 88.40 105.21 58.78 49.62 66.03
Spring day 0.00 0.00 0.00 0.00 0.00 0.00 37.85 26.90 48.58 58.74 49.60 66.00
Summer day 0.00 0.00 0.00 67.40 0.00 87.26 241.32 233.42 248.27 150.27 141.97 159.10
Table 5
Daily demand charging savings, for all buildings, days and fuel cost combinations ($).
Fuel cost ($/1000 ft) Full service restaurant Small hotel Residential Large hotel
7.74 8.85 6.80 7.74 8.85 6.80 7.74 8.85 6.80 7.74 8.85 6.80
Winter day Peak 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Intermediate 7.80 7.80 7.80 3.98 3.98 5.28 0.00 0.00 0.00 19.58 17.80 19.58
Spring day Peak 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Intermediate 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 19.58 17.80 19.58
Summer day Peak 0.00 0.00 0.00 60.64 0.00 75.80 0.00 0.00 0.00 82.28 82.28 74.80
Intermediate 0.00 0.00 0.00 5.20 0.00 5.88 0.00 0.00 0.00 19.58 14.25 19.58
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Fig. 15. Distribution of cost savings resulting from the case studies.

gas price moderately deviates from the October 2015 reference of
fuel cost 1 = $7.74/1000 ft> to fuel cost 2 = $8.85,/1000 ft> and fuel
cost 3 = $6.80/1000 ft*> [70]. The results are aggregated by day
(Summer, Spring/Autumn, Winter) and building types. If the sav-
ings are listed as zero, it is not economically beneficial to operate
the CHP unit. To facilitate the analysis, the data is further broken
down to show the demand charge savings, Table 5 (which are
divided by 30 as the usual billing period is one month).

For the commercial tall and medium buildings, there are sav-
ings resulting from fixed pricing of electricity and demand charge
reduction (Table 5). The latter is associated with operating the unit
at a nearly constant commitment level that decreases the peak
loads met by the utility. For these reasons, in the large hotel exam-
ple, using a single CHP unit is especially advantageous (Table 4),
however insufficient in terms of meeting demand. Therefore, a
bank of CHP units may be more suitable to accommodate the
energy needs. In general for all commercial buildings, increasing
the fuel price leads to a decrease in savings. This is most clearly
demonstrated in the small hotel, where increasing the fuel price
renders the unit economically inoperable.

The largest savings are observed for the residential neighbor-
hood (Table 4), despite the tariff which excludes demand charges
(hence, the corresponding entries in Table 5 are null). All the sav-
ings stem from the fixed pricing of energy and revenue generation.

The savings data presented in Tables 4 and 5 are also visualized
in Fig. 15. The chart shows the saving contribution due to the linear
energy charges (determined by the coefficient A in (22)), and the
peak and intermediate demand charges (the coefficient B in
(22)). It is important to recall that the demand charge savings are
a byproduct to the economic dispatch solution, which are com-
puted a posteriori. The optimization does not actually attempt to
minimize the demand charges. Nevertheless, it is remarkable that
during the summer days, the main savings for both the small and
large hotels are due to reduction of the peak and intermediate
demand charges. Therefore, it would be of interest for future work
to consider strategies that attempt to minimize the peak demand.

5. Conclusion

A comprehensive micro-gas turbine model was established for
the purpose of optimizing the operational behavior of a CHP unit
in a smart-grid environment. Real demand profiles and existing
electricity tariffs were used to an accurate optimization model
for solving the economic dispatch problem of an MGT unit under
CHP operation. The unit commitment problem was then solved
for four different typical consumers on representative days from
all seasons. Of main interest is the observation that the optimal
solution results in four distinct economically driven MGT operation
modes: electricity driven, heat driven, maintenance cost driven,
and revenue driven. For example, the power and heat demand of
the large hotel exceeds the production capacity of the MGT, how-
ever the optimal solution shows at times partial commitment from
the CHP unit, which is a combination of an electricity driven and
heat driven behavior. On the other hand, for both the restaurant
and the small hotel, the MGT commitment level is heat driven
due to more competitive cost of energy generation with respect
to the demand profile. In off-peak hours when the utility tariff is
low, the schedule is maintenance driven to avoid cycle costs, lead-
ing to either a minimal commitment level, or completely off-line
days. The residential neighborhood demonstrated heat and main-
tenance cost driven modes, in addition to a revenue driven opera-
tion aimed at generating excess electricity for profit. This diversity
of operation stems from the large range of power to heat demand
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ratios of this building. In all the case studies, the integration of a
micro-gas turbine as a CHP unit in a smart grid setting leads to sig-
nificant economic benefits.
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